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Welcome Sofia!



I’ll explain why I’m excited in three parts

1. Brief intro into LLMs

2. Research in our lab

3. Beyond our lab



WHAT ARE LARGE 
LANGUAGE MODELS?



The model predicts the next token based on a given context/prompt.
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Generative Pre-trained Transformer (GPT)



GPTs are pre-trained on internet data



Next token prediction is extreme multi-task learning

A single model needs to learn a lot about the world

Predicting the next token requires the model to be able to solve a lot of different tasks.

Task Example

Grammar In my free time, I like to {run, banana}

Lexical semantics I went to the zoo to see lions and {zebras, spoon}

World knowledge The capital of Denmark is {Copenhagen, London}

Sentiment analysis I really liked the movie. The movie was {good, bad}

Translation The word for pretty in Spanish is {bonita, hola}

Spatial reasoning After opening the fridge, I left the {kitchen, bedroom}

Math question 3 + 8 + 4 = {15, 11}



Pre-training is compressing information through prediction
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Once it has been trained, we are going to predict

Base model
It predicts word-by-word autoregressively until it hits a <stop> token.
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Scaling data, compute, and the number of parameters

Scaling laws



Minimi ing the prediction loss results in “emerging” capabilities

Loss reduction correlates positively with improved benchmark performance

Increases overall capabilities



Going from GPT to ChatGPT through Reinforcement Learning

Fine-tuning base models into assistant through RLHF

Less focus on knowledge compression and 

more on how to extract knowledge via prompts.



Observation: intermediate steps lead to better performance



Let’s teach models to reason before responding by continuing RL

Remove limitation of only rewarding accurate next tokens



The reasoning tokens are between special “think” tokens 



Importance of verification systems

Math & Code (verifiable domains) LLMs as a judge



Step towards agentic systems, again by continuing RL

Allow models to use “tools” and interact with the world



Context starts to explode



LLM-RESEARCH FROM THE

DATA ANALYTICS LAB



In our research, we mainly:

1. run inference,

2. use batching,

3. have large contexts.



Why are we especially happy with the H200s?

The computations require two ingredients: parallelism + RAM



Why do we require so much RAM for inference (~forward passes)?

KV-caching + model weights (Qwen3-4B example)



Lots of open-source software + models to support this research



Our research agenda (and a subset of the team on picture)

1. Impact of LLMs on science

2. LLM interpretability

3. Role of reasoning tokens



Impact of LLMs on science: citation behaviour



Impact of LLMs on science: problem difficulty



LLM interpretability: can embeddings distinguish generations from 
reality?



Role of reasoning tokens: do LLMs think smarter or longer?



Role of reasoning tokens: lexical hints of accuracy



ROLE OF LLMS FOR

RESEARCHERS WHO CODE



Enormous progress in the last year, especially on science and math



Enormous progress in the last year, especially on science and math



Beyond classical benchmarks



or ever more difficult ones



A different kind of intelligence



A different kind of intelligence

Watch out for tokenization, 
(accidental) adversarial attacks, 
stochasticity, …



ChatGPT can(-not) do this?

GPT 3.5 - Wrong GPT 4 - Correct
The reflex angle between the hands of a clock at 10.25 is: 



Same goes for image models

Notice the *show thinking* which indicates it is the pro version



which we need to learn to work with



A good example of human-AI cooperation



Two main reasons for hallucinations

Training data

RLHF may encourage responses that match user beliefs over 
truthful ones.

RLHF leads to sycophancy

Recent work states that one would expect even an ideal 
“super-intelligent” model should hallucinate if its goal is 

predictive accuracy.

Source 1

Source 2



A praise for hallucinations

Hallucinations are necessary for predictions

Backward-looking vs forward-looking hallucinations



AI scientist



AI co-scientist



Final remarks: some things I believe

1. LLMs already have a positive 
impact on our scientific workflow

2. LLMs are an interesting subject
of study across multiple dimensions

3. Demand for HPC will only go up
for the above two reasons

Thanks again to anyone who made Sofia possible :) 



and to VSC for organizing + support!

1. Patient

2. Kind

3. Intelligent …

whatever that may be :D
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